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ABSTRACT
Open Source Intelligence (OSINT) investigations, which rely en-
tirely on publicly available data such as social media, play an increas-
ingly important role in solving crimes and holding governments
accountable. The growing volume of data and complex nature of
tasks, however, means there is a pressing need to scale and speed
up OSINT investigations. Expert-led crowdsourcing approaches
show promise, but tend to either focus on narrow tasks or domains,
or require resource-intense, long-term relationships between ex-
pert investigators and crowds. We address this gap by providing
a flexible framework that enables investigators across domains to
enlist crowdsourced support for discovery and verification of OS-
INT. We use a design-based research (DBR) approach to develop
OSINT Research Studios (ORS), a sociotechnical system in which
novice crowds are trained to support professional investigators
with complex OSINT investigations. Through our qualitative eval-
uation, we found that ORS facilitates ethical and effective OSINT
investigations across multiple domains. We also discuss broader
implications of expert–crowd collaboration and opportunities for
future work.
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1 INTRODUCTION
Open Source Intelligence (OSINT) involves the use of publicly avail-
able information to generate intelligence that addresses a particular
need [133]. OSINT analysis is increasingly used by journalists [75],
human rights activists [56, 80], and law enforcement [59, 100],
among other professions. For example, OSINT is used to verify
breaking news and combat disinformation, monitor international
weapons development, locate suspected terrorists and victims of
human trafficking, and document war crimes [36, 42, 80, 134]. These
investigations are widely recognized for their ability to use data
sources like social media, satellite imagery, flight tracking informa-
tion, and metadata from smartphones and IoT devices to conduct
investigations [93, 134].

There is a pressing need to scale and speed up OSINT investi-
gations, especially those focused on time-sensitive topics such as
documenting war crimes or addressing disinformation. Apart from
time pressure, investigators find it difficult to manage the growing
volume of data that they must process [5, 65]. The ephemerality of
online information [56] and prevalence of misleading or misrepre-
sented content [56, 78] pose additional challenges. Many investiga-
tors may also lack the data science and software development skills
required to fully utilize OSINT tools and techniques [91], presenting
another barrier to the adoption of OSINT.

There are two common approaches to scale and speed up such
investigations: automation [62, 73, 115] and crowdsourcing [3, 53,
90, 104]. OSINT investigations require creatively leveraging mul-
tiple tools and techniques [36]. Thus, software tools cannot fully
automate and scale up the complex sensemaking involved in in-
vestigative work [88]. Computational methods have produced high
volumes of unverifiable information, which has low utility for ex-
perts [95]. OSINT analysts also aim to minimize dependency on
custom-built tools, as they can easily become obsolete [97].

Crowdsourcing provides a second, more flexible way to augment
investigators’ complex sensemaking efforts. However, unfettered
access to information as with OSINT investigations have resulted in
“bottom-up” crowdsourced investigations that exhibit biased results
[29], doxxing [98], and even sabotaging of ongoing investigations
[121]. Expert supervision has sometimes resulted inmore successful
investigations in terms of both process (ethical, safe, and privacy-
protecting) and outcomes (results). For example, CrowdSolve [124]
described an effort in which law enforcement officials and experts
supervised a crowd of 250 true crime enthusiasts in investigating
two cold cases in a co-located, weekend-long event where informa-
tion was tightly controlled rather than publicly available or open
source. The Human Rights Center (HRC) at the University of Cali-
fornia, Berkeley trains law students to partner with professional
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human rights investigators on OSINT projects lasting months or
longer [2]. GroundTruth [126] brought together the complementary
strengths of experts and an online, novice crowd for performing
image geolocation, an important but very specific type of OSINT
task. While these diverse projects show promise, they tend to either
focus on narrow tasks or domains, or require resource-intense, long-
term relationships between expert investigators and crowds. There
is a need for a more flexible approach that enables investigators
across a diverse set of domains to enlist crowdsourced support for
a wide variety of OSINT investigation tasks.

In this paper, we use a design-based research (DBR) approach
[47] to develop OSINT Research Studios (ORS), a sociotechnical
framework in which novice crowds are trained and provided with
scaffolding to support professional investigators with complex OS-
INT investigations. We developed ORS in a semester-long class
with 30 trained students serving as the crowd. Using an industry-
standardOSINTmodel [133], we developed five types ofmacrotasks,
i.e., discovery and verification techniques for OSINT. We recruited
five OSINT experts who worked as journalists, fact-checkers, in
law enforcement, and as human rights investigators to divide their
investigations into one or more of the five macrotask types. We
evaluated ORS through a semester-long deployment of the model
and five study sessions where experts and the crowd conducted
real-world investigations.

Our qualitative evaluation revealed that the macrotasks were rel-
evant to expert work practices. Experts said that the sessions were
productive, and mentioned strengths like speed, safety, quality and
quantity of submissions, and the crowd’s adaptability in response to
expert feedback. The crowd enjoyed working with experts and felt
that they successfully applied their OSINT skills. We also discuss ex-
perts’ involvement during the sessions, the crowd’s perceptions of
their contributions, and how the type of tasks impacted the crowd’s
experience.

Our paper makes the following three contributions:
(1) We make a conceptual contribution by developing train-

ing modules for crowdsourcing diverse and complex OSINT
tasks.

(2) Using design-based research (DBR), we present OSINT Re-
search Studios (ORS), a sociotechnical framework that en-
ables collaboration between investigators and a trained crowd.
Experts from multiple domains can delegate OSINT tasks to
a trained crowd and generate leads for their investigation.

(3) We evaluate ORS through multiple deployments during the
OSINT lab course. We find ORS is effective for scaling and
speeding up expert-led OSINT investigations and discuss
the key design elements that make it successful.

2 BACKGROUND AND RELATEDWORK
2.1 OSINT Investigations
OSINT investigations must deal with large amounts of digital con-
tent, including from social media platforms, search engines, online
databases, among other sources. These investigations frequently
employ a diverse set of tools and techniques to analyze digital
traces, augmenting investigations in domains like journalism [75],
law enforcement [59, 100], and human rights advocacy [56, 80].
Numerous applications are possible because of the vast quantities

of detailed data available online alongside tools used to gather and
analyze this data[92].

OSINT can be divided into four stages: information discovery,
verification, archival and reporting [133]. Researchers have devel-
oped systems to support each of these processes. CrowdTangle [62]
and Algorithm Tips [53] help in automating discovery; Hoaxy [115]
and DejaVu [90] provide structure for verification tasks, such as
verifying Twitter bot networks and accounts; The Web Archive
Workbench [76] supports digital archiving; and Hunchly [4] is used
for documenting and reporting. The number of open source OS-
INT tools is growing quickly with citizen journalism organizations
like Bellingcat [37] collaborating with and funding software de-
velopers and data scientists [1]. To map this space, aggregators
like OSINT Explorer collate these resources and provide guides
on which OSINT tools to use [23]. However, most current tools
only support individual steps of the OSINT process. These tools
are also frequently rendered obsolete by changes in the underlying
information architecture controlled by large online platforms (e.g.,
social media platforms, search engines). In contrast, we leverage the
adaptability of a trained crowd to approach multiple tasks using a
conceptual approach rather than relying on specific or customized
tools.

OSINT investigations are carried out by both novices and ex-
perts. The OSINT community has grown rapidly in recent years
due to its low barrier to entry and gained attention with influential
investigations of the Ukraine-Russia conflict [69] and the storming
of the U.S. Capitol in January 2021 [45]. Analysts in the OSINT
community volunteer for organizations like Bellingcat [7], Trace
Labs [50], and the Syrian Archive [19]. These organizations run col-
laborative projects to analyze open information from global events
including wars, missing person investigations [6], human rights
violations [32], and election irregularities [113]. There have been
successful instances of this form of collaboration, but there is little
structure to how they are performed [48]. Lack of intelligence train-
ing and coherence in preparing policy options for decision-makers
among OSINT enthusiasts emerged as challenges for collaboration
between the OSINT community and law enforcement agencies [48].
Our work addresses this gap in structuring crowdsourced OSINT
investigations and augmenting expert work practices.

OSINT investigations can have wide variation in scope and depth.
Existing collaborations with OSINT analysts for investigative jour-
nalism and human rights advocacy predominantly tackle long-
running investigations that require a deep understanding of the
context and its evolution [2, 97]. These investigations require high
levels of involvement, communication and training. Instead, our
work here seeks to support rapid, more targeted tasks, scaling up
and speeding up larger, more complex investigations led by experts.

Finally, OSINT, though popular in its application across many
domains, has not received much research attention in the form of
frameworks and systems that help to scale up and speed up these
investigations [27, 36, 79]. Our work contributes to the development
of OSINT Research Studios (ORS), a collaborative crowdsourcing
framework that can support experts with multiple steps within
complex OSINT investigations. The work also demonstrates that
OSINT can be a valuable domain of study for the CSCW and HCI
community.
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2.2 Collaborative Sensemaking and
Crowdsourced Investigations

2.2.1 Collaborative sensemaking. Investigations are a type of sense-
making task, as they involve collecting and analyzing large amounts
of information to reach a conclusion [26, 52, 126]. OSINT investiga-
tions, when broken down into the steps of the OSINT cycle [36, 133]
— discover, verify, preserve and publish — follow the sensemaking
process closely. Collaborations also play a crucial role in facilitating
sensemaking by dividing tasks related to discovery and verification
and incorporating diverse perspectives during data analysis [61].

Previous studies on supporting collaborative sensemaking have
primarily focused on co-located teams working synchronously
[124, 127], distributed crowd working asynchronously [51, 61, 88],
and even a distributed crowd working synchronously [125]. In con-
trast, this paper studies a new, hybrid setting, with remote experts
collaborating synchronously with co-located crowds distributed
across two locations. We present a semester-long deployment with
30 university students in a classroom setting, accommodating ex-
perts from across the United States through remote participation.

Extensive research has studied the development of collaborative
systems to assist fact-checkers and journalists. Various collabora-
tive tools have been designed specifically for fact-checking news
articles [114], videos [44], and visual disinformation [90, 126]. Ad-
ditionally, systems like Newstrition [14] and Checkdesk [11] apply
crowdsourcing approaches to verify information. The Datavoidant
tool [63] facilitated human-AI collaboration to empower journal-
ists in addressing data voids through information discovery and
verification. The CAPER tool [27] aids law enforcement agents in
collaborating for sensemaking tasks to prevent organized crime.
Garcia et al. [30, 31] studied the exploration of social media data
for human rights investigations and public safety. Most closely re-
lated to our work, Venkatagiri et al. [125] enabled a trained crowd
to be effective in debunking online misinformation using OSINT
techniques by introducing collaboration in a competitive Capture-
the-Flag environment. We contribute to this line of work by de-
veloping a flexible expert-crowd collaborative framework where
investigators can enlist crowdsourced support for a wide variety of
tasks within broader, more complex OSINT investigations.

Studies investigating the effectiveness of crowdsourced sense-
making and fact-checking are highly relevant to our work. For
instance, Arif et al. [33] and Dailey et al. [51] demonstrated that dis-
tributed crowds can effectively debunk rumors online, while Saeed
et al. [112] revealed that crowdsourced fact-checking on Twitter
often performs as well as professional fact-checkers. Experimental
investigations into the efficacy of crowdsourced fact-checking by
Pennycook and Rand [104] and Allen et al. [28] found that crowd-
sourced trustworthiness ratings can distinguish between authentic
and fake news sources. However, Godel et al. [66] discovered that
real-time crowdsourced veracity ratings performed worse than
those generated by professional fact-checkers. While prior crowd-
sourcing approaches predominantly focused on studying online
crowds operating independently without expert supervision, we
show that a trained crowd can augment investigations of online
information when led by experts.

2.2.2 Crowdsourced investigations. CSCW literature presents three
types of crowdsourced investigations: top-down [25, 107], bottom-
up [58, 77], and hybrid investigations [124]. Bottom-up investi-
gations are driven by non-professional crowds and tend to move
through the sharing, validation and analysis stages of an inves-
tigation in an online setting. Investigations have been studied in
the context of collective sensemaking on social media during crisis
events [51], e.g., analysis of photos related to 2013 Boston Marathon
bombings [77], as well as correcting online information on social
media [33]. Though potentially effective, these investigations have
resulted in harmful behavior like misidenfications [86], doxxing
[98], and perpetuating conspiracy theories [94].

Other related investigations demonstrate that crowds can col-
laborate under the guidance of experts to augment investigations
[88, 124, 126]. Among hybrid investigations, GroundTruth [126]
demonstrated crowd-augmented expert work using a novice crowd
to reduce the search area for geolocating images, an important
OSINT task. Venkatagiri et al.[124] described an expert-led crowd-
sourcing model through CrowdSolve, which is characterized by
experts (law enforcement officers in this case) leading investiga-
tions by providing resources, training and feedback; and the crowd
performing analytical tasks to generate leads. Our work has two
key differences compared with CrowdSolve: 1) here OSINT investi-
gations are performed without the use of restricted information and
led by experts from multiple domains; and 2) the hybrid sessions
we studied are mediated by online collaboration and not restricted
to working within a co-located setting involving physical paper
case files. Our work provides additional flexibility to the concept
of expert-led crowdsourcing [124] for diverse and complex OSINT
investigations involving experts from multiple domains.

2.3 Decomposition and Training for
Crowdsourcing Complex Work

OSINT analysis involves complex problem-solving tasks. One com-
mon approach to crowdsourcing is to decompose complex tasks into
smaller subtasks that are easier to handle [46, 51, 83, 103]. Among
related complex tasks, entire sensemaking processes have been de-
composed into microtasks to solve fictional murder mysteries and
terrorist plots [88, 89] and generating text content from journalism
to how-to guides [35, 38, 70]. While microtask-based crowdsourcing
offers scalability and efficiency by distributing small tasks among
a large crowd, it may not be suitable for complex, creative OSINT
investigations that require retaining contextual information. Macro-
tasks, on the other hand, allow for deeper engagement, contextual
comprehension, and complex problem-solving [54]. In our work,
we contribute a decomposition of the OSINT tasks of discovery
and verification into macrotasks. We describe the steps and skills
required for five types of macrotasks that are transferable across
multiple domains.

Even with task decomposition, OSINT exhibits complex problem-
solving tasks [54] that suggests multiple possible strategies to the
crowd; workers can arrive at solutions, but not without relevant
skills [54]. Decomposition also creates added coordination chal-
lenges that can be addressed through appropriate workflows [119].
We investigate how to crowdsource complex OSINT tasks, which
are relatively less studied in crowdsourcing.
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Previous studies have developed effective ways of training crowd-
workers for complex crowdsourcing tasks [67, 82, 99]. Training
provides more agency to the crowd and enables them to perform
investigations without rigid roles and constrained workflows —
strategies which have been effective for other types of creative
and complex work [26, 109]. There are multiple ways to conduct
training [96, 102, 138]. First, crowdworkers can gain experience by
solving problems that are relevant to the task [24]. Second, review-
ing expert and peer solutions can improve crowd performance [118].
Third, crowdworkers can improve their performance based on self-
assessment and expert feedback [55]. Doroudi et al. [54] compared
multiple such training strategies for a complex web search problem,
which is closely related to OSINT tasks that involve consulting mul-
tiple sources of information and arriving at a conclusion [34]. They
found that all training strategies improved performance compared
to the no training condition. Training through expert examples im-
proved crowdworker accuracy the most. Wang et al. [128] explored
trained based on analytical thinking skills for historical analysis,
that also closely relates to our strategy of imparting skills to help the
crowd approach challenging OSINT tasks instead of relying on any
particular tool. They found that crowdworkers developed domain
expertise and performed at least as well as other training strategies
mentioned above. Unlike prior work, we develop a semester-long
training process focused on OSINT tasks.

Previous examples show that only minimal active training is pro-
vided to volunteers within real-world OSINT investigations [48, 71].
In our work, we contribute an OSINT crowd training module that
combines multiple training strategies. Training includes demon-
strations for acquiring OSINT skills, honing them during practice
and expert sessions, as well as feedback and self-evaluations. We
also illuminate how training can be effective within crowdsourced
OSINT investigations.

3 DESIGN CHALLENGES AND
OPPORTUNITIES FOR CROWDSOURCING
COMPLEX OSINT INVESTIGATIONS

Based on prior work, we discuss the four main types of challenges
in designing crowdsourcing solutions to support OSINT investiga-
tions.

As previously mentioned, OSINT investigators are overwhelmed
due to the large volume of information involved and the complex na-
ture of investigative tasks [5]. Effectively scaling up OSINT investi-
gations can help investigators improve the speed and/or accuracy of
their work. As automation by itself is difficult to achieve for highly
contextual and nuanced tasks, crowdsourcing provides a viable
approach. Crowdsourcing can leverage humans’ creative and sense-
making capabilities to augment ongoing investigations [124, 126].
However, there are major challenges faced by investigators from
domains like journalism, human rights investigations, and law en-
forcement who seek crowdsourcing support for the analysis of open
online information [48]. We identify four design challenges based
on prior work and OSINT investigation reports, detailed below,
along with design goals for a sociotechnical framework to address
these challenges.

3.1 Delegation of Complex OSINT Tasks
Previous studies have shown that investigators spend most of their
time in the discovery and verification phases of OSINT [95]. The
increasing volume of digital data online presents a significant chal-
lenge for investigators to manage effectively [5, 65]. Additionally,
the transient nature of open online information [56] and the wide-
spread presence of deepfakes, mis-, and disinformation [56, 78]
further complicate the tasks of discovery and verification, posing
challenges for successful investigations. These tasks belong to the
class of problems known as complex problem-solving tasks that have
a number of potential strategies and are difficult to solve with-
out acquiring relevant skills [54]. Experts do not have a way to
crowdsource such tasks using existing workflows.

3.1.1 Discovery.

Challenges: Micallef et al. [95] specify that monitoring social me-
dia for interesting content and contextualizing it is one of the most
time-consuming parts of fact-checking. Law enforcement involves
collecting and analyzing open source information for corroboration
as well, but in a way that is admissible in court. The focus is on
referring to sources that are genuine and ethically collecting the
information [64]. Human rights investigations are long-running
and highlight transparency in data collection. The rapid pace of
generation, multiple platforms, and recycling of content make the
collection process more challenging [95]. The strategy to discover
relevant information needs to adapt based on newly found infor-
mation and pivot around them.

Design Goals: Investigators need to discover relevant informa-
tion by understanding the evolution of a topic, gathering rele-
vant hashtags, and identifying actors who spread the information
[15, 95]. These topics can be broad like COVID misinformation,
anti-vaccine protests, conspiracy theories, and many more. Or they
can be more specific topics like a calamity, investigating claims by a
local government representative, or reporting on local phenomena
like crime and illegal activities. These activities require mining in-
formation tied to a particular geographical location and time range.
Investigators also need to look for potential mis/disinformation
around hot topics.

3.1.2 Verification.

Challenges: Verification of online information is crucial in human
rights, law enforcement investigations and fact-checking. Human
rights investigations involve documenting events within specific
regions, often utilizing Geospatial Information Systems (GIS) and
performing geolocation [139]. However, the lack of metadata and
geotags for social media content poses challenges in geolocation
efforts [139]. To ensure the credibility of information, various pro-
fessionals such as law enforcement officers, journalists, and fact-
checkers examine the background of the account that generated
the content, while being mindful of bot accounts and coordinated
campaigns that propagate disinformation [60, 129]. Image analysis
becomes a vital component of the verification process in journalism,
addressing the difficult task of identifying manipulated or fake vi-
sual information [95]. In addition, fact-checking plays a crucial role
by gathering trusted information to assess the veracity of claims
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[95]. However, the complexity of these tasks, combined with limita-
tions in time, personnel, and analysis skills among experts, presents
challenges in conducting successful investigations [91].

Design Goals: Investigators need to verify any information that is
collected from publicly available sources for their use. According to
Wardle [129], there are four main elements that need to be verified:
1) Provenance — is it original or has it been used before in a different
context? 2) Source — what is the background of the account that
created the content? Is it a bot? 3) Time — When was it created? 4)
Location — Where is the place shown in it? These task, combined
with fact-checking and image analysis, are essential crowd skills
that meet the verification requirements of investigators.

3.2 Safety, Privacy, and Other Ethical
Considerations

Challenges: Previous instances of crowdsourced OSINT inves-
tigations have led to biased results [29], misidentifications [86],
and vigilante behavior like doxxing [98]. The high-profile failures
are perhaps more prominent than successful investigations [77].
Investigators are also wary of leaks and sabotaging ongoing in-
vestigations during collaboration with crowds [121]. Investigators
across domains benefit from careful consideration of ethics, safety
and privacy in their work.

Design Goals: OSINT comeswith its own ethos: prioritizing trans-
parency, avoiding subterfuge, and limiting investigations to passive
reconnaissance [36]. This ethos can be leveraged to enable more suc-
cessful investigations and reduce ethical mishaps. Crowdsourced
investigators can operationalize these values, e.g., 1) Transparency:
documenting the process of investigation for reproducibility; 2)
Avoiding subterfuge: prohibiting forms of hacking and imperson-
ation to gather private information; and 3) Passive reconnaissance:
ensuring investigators view the information but don’t engage. We
must ensure that experts are actively overseeing and guiding the
investigation. Experts should be responsible for validating informa-
tion and making final decisions based on the crowd’s input.

3.3 Organizational Overheads of Synchronous
Collaboration

Challenges: Collaboration and communication are key elements
of OSINT investigations [36]. Investigators find it hard to collab-
orate with a crowd in real time. Generally, a single expert has to
work with a group of volunteers and the overheads of coordination
and communication impact the effectiveness of the investigation
[124]. Information silos and duplication of effort within the crowd
are known issues with both competitive and collaborative OSINT
investigations [124].

Design Goals: Both expert and crowd investigators need tech-
nological solutions to orchestrate resources that allow them to
document and present their findings. Information has to be eas-
ily accessible and open to all participants during investigations.
Having a robust infrastructure can mitigate risks of data loss and
usability issues.

3.4 Maintaining the quality of investigation
Challenges: Investigators need to insist on highest standards to

establish the legitimacy of their reports and be confident in facing
public scrutiny [97]. In previous microtask-based crowdsourcing
models for investigative work, experts cannot make interventions
or provide feedback to improve the quality of crowd results [88, 126].
The success of the particular task is overly dependent on the initial
design and how results from the microtasks are aggregated.

Design Goals: Based on previous crowdsourcing studies for com-
plex work, feedback from experts and self-evaluation can be helpful
in improving the results [55]. The crowd needs to improve their
work based on expert feedback. Crowd submissions need to meet
these characteristics: 1) Relevant: the claim is relevant to the topic
they selected; 2) Specific: the claim can be attributed to a specific
statement or piece of content, such as a tweet, photo, video, or
quote in an article; and 3) Verifiable: the claim has the potential to
be verified, so it must be a factual statement (i.e., not an opinion)
that can be shown to be true or false. Relevance and verifiability
have been used earlier in crowdsourced OSINT capture-the-flag
events for scoring submissions [18].

4 A DESIGN-BASED RESEARCH APPROACH
TO EXPERT-LED OSINT INVESTIGATIONS

4.1 Our Approach
Collaboration and crowdsourcing have been embraced by investi-
gators as a way to increase the scale and speed of their work [61].
Previous studies [82, 96, 99, 102] have shown that training workers
to prepare them with sophisticated domain knowledge can be effec-
tive to complete complex tasks. Based on the challenges faced by
investigators from multiple domains while dealing with publicly
available information, we argue that collaboration between the
investigators and a crowd trained in OSINT can be helpful. The first
part of the problem deals with developing a comprehensive training
module that can enable the crowd to perform common OSINT tasks
used by investigators, understand the ethical considerations, apply
relevant skills in different contexts, and present information that
meets the expert requirements. The second part involves getting
the trained crowd to collaborate with experts synchronously.

In this work, we sought to address the challenges we identified
in Section 3 through the development of OSINT Research Studios
(ORS), where we empower a group of students to apply OSINT
analysis to augment real-world expert investigations. This group of
students serves as the crowd in our crowdsourcing framework for
the study. Previous research has shown that a crowd of students
can effectively test new forms of crowdsourcing and generate rec-
ommendations for the process [135, 136]. Students have worked
carefully and safely on real-world OSINT investigations for cyber
vulnerability assessments and human rights as part of experien-
tial learning previously [2, 101]. Here, we design a sociotechnical
framework where experts can get valuable crowdsourced support
on diverse, complex OSINT tasks by addressing the design chal-
lenges.
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4.2 Methods
We take a design-based research (DBR) approach to develop the ORS
model for overcoming the challenges with current crowdsourced
OSINT investigations. DBR [47, 57, 137] is characterized by iterative
cycles of design and evaluation to develop insights into learning
experiences. DBR also provides a way for researchers to simulta-
neously iterate on and study complex models [57, 106, 137]. We
leverage that to evaluate the collaborative framework as it evolves
with deployments in a classroom setting. There are constraints
of experimentation in such education settings where the learning
goals of students and their experience with the study sessions are
also important considerations. DBR allows us to quickly identify
failures, make changes to the design and evaluate the resulting sys-
tem. We can evaluate the performance of the trained crowd across
multiple deployments without comparing it against baselines.

Iteration is an essential part of the DBR process and we use re-
flection assignments after each study session to capture the crowd’s
feedback on three experiences: 1) coordination with expert; 2) team-
work; and 3) overall difficulty and enjoyability of the session. We
gather insights into experts’ experience through post-session inter-
views. We iterate based on these perspectives and observations to
finalize how tasks can be assigned and carried out by crowd teams.
Feedback from practice and study sessions is useful for optimizing
team structure and communication between the investigator and
the crowd. We highlight the iterations for each of the challenges in
Section 4.4. We then evaluated the ORS model through a case study
of the OSINT lab course, a semester-long university course taught
by the third author.

Our overall approach is also heavily inspired by Agile Research
Studios [137]. This work explored a classroom-based approach to
collaborative, real-world HCI research with students. We adapt this
approach for the context of OSINT investigations.

4.2.1 Data collection and analysis. As a part of the OSINT lab
course, we conducted five study sessions where the trained crowd
worked with investigators to augment their ongoing investigations.
Data was not collected for the first, practice session, a pilot study
aimed at developing coordination between the crowd and expert
and iterating on the script for the interview study. The first study
session was conducted during week 7 of the semester, and the final
one during week 15, with the other deployments roughly every two
weeks.

We collected qualitative and quantitative data from the study
sessions to understand the experts’ and crowd’s attitudes and per-
formance. The different data sources were: 1) observations during
the study sessions by the first and third authors; 2) reflection sur-
veys submitted by the crowd; 3) spreadsheets containing crowd
submissions and expert feedback; 4) semi-structured interviews
with each expert after sessions; and 5) separate focus group inter-
views with members of the crowd. We present the reflection survey
form details, a snapshot of a spreadsheet containing crowd submis-
sions and corresponding expert feedback, and interview scripts for
experts and the crowd in Appendix A. We had pre-session meet-
ings with three of the five investigators to decide on investigation
topics and break down the investigation into tasks. We worked
asynchronously through email with the other two experts.

We conducted a total of ten interviews with 14 students and five
investigators, consisting of five semi-structured interviews with
investigators and five focus group interviews with students. The
first author transcribed all recorded interviews. In collaboration
with the rest of the research team, the first author conducted a de-
ductive thematic analysis [41] of the transcripts. The themes were
informed by prior work (Section 3) and aligned with our interview
guide. They were aimed at capturing the user experience and evalu-
ating our design arguments (Section 4.4). We extended the thematic
analysis to include the crowd’s reflection survey responses.

For experts, we identified the following themes: 1) the usefulness
and effectiveness of OSINT macrotasks; 2) criteria for successful
completion of tasks; 3) planning versus actual activities during
sessions; 4) interaction and communication with the crowd; 5) as-
sessment of submitted information in terms of quality and quantity;
6) comparison of trained crowd’s effectiveness with the general
crowd; 7) crowd’s self-evaluation of submissions; 8) suggestions for
improvements; and 9) willingness to work with the crowd again. For
crowdworkers we identified the following themes: 1) team forma-
tion and evolution of teamwork; 2) usefulness of practice sessions;
3) perceived change of performance over time; 4) tools and tech-
niques used in tasks; 5) challenges faced with tasks; 6) positive
and negative aspects of sessions; 7) use of self-evaluation; and 8)
suggestions for improvement. We took multiple steps to analyze
the transcripts and organize the findings. First, we coded each tran-
script based on the established themes. After this, we engaged in
detailed discussions to refine these themes. We sought insights into
each design argument and goal, deepening our understanding of
the collaboration process. We compared the similarities and differ-
ences across codes and themes to form higher-level themes. These
themes helped organize our results and are finally presented in our
findings (Section 5).

4.2.2 Participants recruitment and demographics. This study was
approved by our university’s IRB. The first set of participants were
students in the course, who were junior and senior students in
the Computer Science department of two universities (U1 and U2).
There were a total of 30 students in the course, 20 from U1 and
10 from U2. The first author recruited the students during an in-
class lecture and their participation was voluntary. The consenting
participants received $20 after completing a post-course completion
interview.

Eighteen out of 20 students from U1 consented to data collection.
Two out of those 18 students identified as female while others iden-
tified as male. Ten out of those 18 students, all of them identifying
as male, participated in focus group interviews conducted by the
first author. Eight out of the 10 students at U2 consented to the
study and four students participated in a focus group interview.
All students from U2 identified as male. We refer to the 14 crowd-
workers who participated in the focus group interviews as CW1 –
CW14.

Our study consisted of six investigators as expert participants.
The first pilot session, which we omitted from our data analysis, was
conducted by a journalist recruited through an ad on Upwork and
was compensated with $100. We estimated a total time commitment
of 2 hours and 15 minutes for the investigators. There were three
phases: a 30-minute pre-session trainingmeeting, a 75-minute study
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session, and a 30-minute post-session interview. We decided on a
rate of $45/hour based on the hourly rates of freelance journalists on
Upwork and the compensation reported in previous studies [36, 95,
126] Details about the next set of five experts (referenced as E1 – E5;
we use the terms “expert” and “investigator” interchangeably) who
led the study sessions, including the topics and tasks are presented
in Table 1. These investigators were invited to participate in the
study through email and social media advertisements. All of the
expert participants were based in North America and identified as
male, reflecting the demographic trends in OSINT described above.
There was a wide range in experts’ professional experience, from
3–5 years to 11+ years. Two out of the five investigators did not
have previous experience with crowdsourcing. Only one of the
investigators accepted the offered compensation of $100 for their
participation.

4.2.3 Limitations. We did not set explicit learning goals and tests
to measure performance of the crowd for each task/deployment.
Instead, our evaluation is based on expert feedback and the ses-
sion’s utility for augmenting ongoing OSINT investigations. To
reduce the potential for biased results in crowd feedback, as they
are part of a for-credit course, students’ participation in the study
was completely voluntary and interviews were conducted after the
conclusion of the course. Another constraint was the organization
of single sessions for each domain, which does not fully explore
the potential of different investigations within each domain. In
future work, replicating sessions for each domain could offer more
varied insights and contribute to a more robust and comprehensive
understanding of the crowdsourcing framework.

Another limitation of our study was that most of the crowd par-
ticipants and all of the expert participants were male. Despite efforts
by the instructor and universities to recruit more women, these
predominantly male participant demographics are representative
of broader gender gaps identified both within the university depart-
ments and the broader OSINT [37] and Computer Science [122]
fields. This limitation may introduce gender bias into the research
findings, as the perspectives and experiences of female participants
are not represented. Future work should focus on approaches to
broaden gender diversity in the OSINT field and courses such as
this one.

4.3 OSINT Lab Course
The OSINT lab course was taught simultaneously with students
from two universities in the Fall of 2021. Students in the program
learned about the OSINT lab course through word of mouth, re-
cruitment emails, and course catalogs. They received credit for
completing the course but were not required to stay in the course.
The collaboration with investigators from multiple domains was
designed to provide an authentic learning experience.

Participants spent the first half of a semester learning about the
entire OSINT analysis process. The training covered technical and
ethical aspects of OSINT investigations. The first two weeks were
spent on introducing the field of OSINT with examples of impactful
investigations and its key elements of a culture of transparency, an
adversarial mindset, and collaboration among individuals. Each sub-
sequent week focused on one of the identified OSINT macrotasks.
The third author demonstrated tools and techniques associated

with that task. Details about these skills are provided in Table 2. All
the authors participated in designing and implementing practice
sessions where students formed teams and solved demo tasks that
required the application of relevant OSINT skills. Based on previous
work demonstrating the benefit of goal setting in training [108],
we asked each team to submit at least 3 high-quality submissions
during practice sessions.

The crowd conducted real-world investigations based on expert
prompts during the second half of the semester. After recruiting
each expert, we scheduled a 30-minute pre-session training meeting
a few days before the session. First, we presented a short slide
deck that gave an overview of the study, our expectations for the
expert, and described the five crowd macrotasks in detail. Second,
the expert brainstormed an appropriate investigation topic and
we discussed how to decompose it and map it onto one or more
macrotasks. Third, we answered any questions the expert had about
the forthcoming session.

The investigations varied in terms of topics and contexts as they
were based on real ongoing investigations of experts. One common
thread was the use of publicly available information (i.e., OSINT),
predominantly social media content, and involved a combination of
discovery and verification tasks. OSINT investigations ranged from
fact-checking videos, documenting human rights violations, finding
traces of homicide suspects, and investigating the whereabouts of
public servants.

There were five investigation sessions. Each session was 75 min-
utes long and conducted during the class. Experts joined remotely
through a video call and the crowd had the option of either joining
remotely or being co-located in a classroom. The student crowd
consisted of eight teams of three to four members for every ses-
sion. Each session had four phases. First, the investigator gave a
short presentation on what they wanted the crowd to investigate.
Second, the authors worked with the expert to assign teams to
different subtasks and pointed to resources for submission. Third,
the crowd spent the next five minutes strategizing the division
of labor within each team. Fourth, the crowd investigated for an
hour. Teams made submissions to a Google Form tailored for each
session. A spreadsheet aggregated these responses and experts re-
viewed them in real-time to provide feedback and guidance to the
crowd. Finally, at the conclusion, the expert engaged in a debriefing
process, discussing what they learned and giving some high-level
feedback to the crowd. An overview of the structure of the investi-
gation sessions and the roles of experts and crowds is presented in
Figure 1.

4.4 Design Arguments
To scale and speed up OSINT investigations carried out by jour-
nalists, fact-checkers, law enforcement officers and human rights
investigators, our work sought to develop a collaborative crowd-
sourcing framework that: (a) trained the crowd in OSINT analysis
skills both in terms of tasks and the ethical aspects; (b) divided real-
life expert investigations into constituent discovery and verification
tasks; and (c) enabled synchronous collaboration between experts
and a trained crowd. OSINT Research Studios (ORS) provides a
sociotechnical approach that orchestrates training and deployment
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Table 1: Details about experts, topics, and tasks for our study sessions

Session /
Participant
Identifier

Expert profession Years of
Experience Topic Tasks Involved

1 / E1 Fact-checker 5+ years Verify origins and content of video about Dr. Anthony Fauci Verification: Source analysis,
fact-checking, image analysis

2 / E2 Law enforcement officer 11+ years
Collect social media images and videos for a
particular mountain range within certain dates
that contain people or vehicles

Discovery;
Verification: Geolocation,
source analysis

3 / E3 Human rights investigator 3–5 years

Identify whereabouts of leader in Ukraine
prior to their death;
Collect evidence from social media of European
immigrants being used as political pawns

Discovery;
Verification: Geolocation,
source analysis, image analysis

4 / E4 Investigative journalist 3–5 years Identify discourse around anti-vaccine protests occurring
throughout Europe as well as groups involved

Discovery;
Verification: Geolocation,
source analysis

5 / E5 Local news journalist 3–5 years
Identify local U.S. politician’s public appearances;
Report on the discourse around deer hunting
within local city limits

Discovery;
Verification: fact-checking,
geolocation

Figure 1: Phases of our study. ORS connects experts with a trained crowd to perform real-world OSINT investigations described
in Section 4.3. The study sessions facilitate synchronous collaboration through 4 chronological phases: (1) The investigator
presents the investigation topic and lists tasks that relate to the 5 OSINT macrotasks (presented in Table 2). (2) The authors
collaborate with the investigator to assign tasks to teams and provide links for submission. (3) The crowd strategizes the
division of work within their teams. (4) The crowd conducts investigations for the rest of the session, submitting their findings
through a tailored Google Form. Responses are aggregated in a spreadsheet, allowing real-time expert feedback and guidance.
(5) The expert debriefs the crowd by sharing their insights and high-level feedback.

of a crowd for performing efficient and ethical investigations in-
volving OSINT.

ORS addresses the design challenges for crowdsourcing complex
OSINT tasks in the following ways:

4.4.1 Delegation of complex OSINT tasks. To cater to the needs of
analysis of open source information across multiple domains, ORS
uses the OSINT framework [133] to divide larger investigations
into tasks. Prior work [36, 133] divided OSINT investigations into
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Table 2: Discovery and verification tasks for OSINT investigations

Task Skills Tools and techniques

Discovery [15]

Gather hashtags, identify
interesting social media
accounts, and tailor search for
global and local events [15]

Advanced searches on social media platforms
based on keywords and location;
Follow digital trail to identify key actors and
their associates; CrowdTangle [62];
Archive information through archive.is[8]

Verification: Source analysis [21]

Look at provenance of content;
research the person,
organization (or bot) behind
posts [116]

Reverse image search through engines like
Yandex[22], TinEye [20], Google[13];
Search on social media platforms including
closed ones like Reddit and Telegram;
Hoaxy[115], BotSentinel[9] to analyze sources

Verification: Fact-checking [60]
Find prior fact-checks or
conduct original research to
fact-check a text-based claim [95]

Look at previously tagged fact-checks [73];
Go through official documents

Verification: Image analysis [60]
Identify visual clues,
metadata, potential
manipulation/editing [21]

Use Exif metadata[12];
Reverse image search;
Look at shadows, weather during the time
at the location

Verification: Image geolocation [116] Identify where on Earth
a photo or video was taken [74]

Reverse image search;
Navigate through satellite imagery
(Google earth and Google street view)

four steps through the OSINT cycle: (1) discover relevant informa-
tion; (2) verify its provenance and look at the veracity of claims
around that content; (3) archive them for future reference; and
(4) report on the findings of the investigation. ORS dives deeper
and further divides the discovery and verification phases into five
parallelizable macrotasks. Each of these tasks is associated with
distinct OSINT tools and techniques. These tasks can contribute to
rapid, focused investigations as they do not require extensive back-
ground knowledge from the crowd and generate results quickly. We
provide details about these tasks in Table 2. Work on journalistic
processes of information discovery and verification by Brands et
al. [40] and practitioner resources from First Draft News [15, 21],
Bellingcat [74], and Poynter [116] guide the design of these tasks.
Micallef et al. [95] include most of these resources in their review
of computational tools used by fact-checkers.

The five independent tasks serve two purposes in ORS: they (1)
form the basis for training the crowd; and (2) break down expert
investigations into one or more tasks. These tasks are designed to
generate rapid, focused output that can augment ongoing expert
investigations. As the crowd is trained to perform these tasks effi-
ciently, they should be able to complete them when prompted by
the experts. Following the ethos of the field of OSINT, the tasks
discourage over-reliance on custom tools, and training is based on
techniques for working directly with data sources. The contexts
vary widely based on the domain and the particular investigation,
but are circumscribed by OSINT analysis. Therefore, these tasks

map the expert investigations to the crowd’s skill set and provide a
way to garner the required support for investigations.

Iteration: We iterated on making the tasks easy for experts to
relate to and use. Initially, we had two discovery tasks for local and
global events. However, we realized that the crowd applied the same
tools and techniques to both, and experts did not need to specify
the scope beforehand. They could delegate the task as discovery
and the scope would be determined by the available information.

4.4.2 Safety, privacy, and ethical considerations. ORS elevates ex-
pert supervision and provides the crowd with a solid understanding
of the ethical considerations of investigations. ORS operationalizes
the ethos of OSINT, including prioritizing transparency and avoid-
ing the use of subterfuge, in the following ways:

• Prioritizing transparency: ORS encourages each piece of in-
formation submitted to be archived to counter the ephemeral
nature of the information. Source identification and docu-
menting all relevant details are also part of the process.

• Avoiding the use of subterfuge: ORS prohibits hacking and,
given a classroom setting, the honor code is applied to curb
any such attempts.

• Limiting investigations to passive reconnaissance: ORS pro-
motes the use of sock-puppet accounts that help to anonymize
the identity of the investigator. This is to ensure that ongo-
ing investigations are not interfered with and investigators
are not putting themselves at risk, in case organized crime
groups apply countermeasures. Crowdworkers are provided
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with access to virtual machines and VPNs to access unse-
cured information without jeopardizing their computing
systems.

• Fostering accountability: Having a dedicated, accountable
crowd of known participants (i.e., the students) also helps
preserve privacy and reduce the risks of leaks and sabotage.

As a part of the training process, we ensured that crowdworkers
were well-versed in the guidelines and ethical considerations of
OSINT investigations. We used real-life scenarios and case studies
to help the crowd understand the potential risks and challenges.
We also informed the crowd about the potential harm to individuals
and communities and the responsibility they held in conducting
investigations ethically.

ORS enables experts to stay in control of the investigation. We
helped experts outline the scope, objectives, and boundaries of
the OSINT investigation during the planning phase by providing
examples of previous investigations and explaining the scope of
the tasks. We also encouraged experts to balance providing context
and disclosing sensitive information to protect the integrity of their
investigation.

During each investigation, we established mechanisms for feed-
back and accountability. We encourage crowdworkers to report any
issues or concerns and plan to address them promptly. We ensured
that experienced investigators were actively involved in guiding
and overseeing the investigation. Investigators utilized their exper-
tise to validate information, make informed decisions, and navigate
complex situations. They provided feedback to crowdworkers to
ensure conclusions and findings are based on accurate, reliable, and
verified information. We also conducted a post-investigation review
with each expert to evaluate the process and outcomes.

Iteration: We iterated on the crowd submission forms to en-
force the requirement of archiving any information put on the
spreadsheet for transparency. A required field was added to pro-
vide archived links for investigated social media content. We also
added a notes field to promote further analysis from the crowd and
highlight interesting findings for the expert.

4.4.3 Organizational overheads of synchronous collaboration. ORS
employs a piggyback prototyping [68] approach to develop a work-
flow for synchronous collaboration between the expert leading the
session and the crowd. The goal was to make the crowd submis-
sions accessible to the expert and present all relevant details in one
place. Google Forms are used for specifying the requirements for
the information requested. These submissions were collated in a
Google Sheet. This sheet was accessible to all the participants of
the session including the experts, the crowd, and the researchers.
Experts provided qualitative feedback for the submissions on the
sheet. This piggybacking approach proved beneficial for three rea-
sons: (1) the crowd and experts had previous experience with the
interfaces [40], (2) the established applications are robust, and (3)
data can be easily exported or read from external applications for
further processing.

Another major issue in such crowdsourced settings is duplication
of effort [125]. ORS tries to circumvent this issue through these
two aspects of team dynamics. First, the crowd works in teams,
and each team is assigned an exclusive task. The division of labor

can be on the basis of social media platforms, location, subtopics,
and/or OSINT subtasks. For example, if one team is searching for
information in France, the other teams are looking at countries
other than France. Second, each team is responsible for submitting
unique entries. This requires collaboration within the team and
being aware of what other team members are working on.

Iteration: We initially created a team leader role who was respon-
sible for dividing up and delegating tasks as well as communicating
directly with the expert. However, the team leader requirement was
relaxed based on crowd feedback that teams did not find that role
useful. Without the formal leader role, we dedicated 5 minutes at
the start of each session for teams to discuss their strategy.

4.4.4 Maintaining theQuality of Investigations. Previous studies
have found that feedback from experts and self-evaluation both
improve the quality of crowdwork [55]. ORS seeks to leverage these
feedback benefits as follows. First, experts are asked to look through
the submissions during the session and provide qualitative feedback
that can help crowdworkers improve their performance. Second,
the crowd rates their own submissions based on three measures.
For a piece of content to fulfill the requirements, it must be specific,
verifiable, and relevant.

Experts are also encouraged to communicate verbally with the
crowd and make interventions to direct the crowd in productive
directions. For example, if the expert finds the information coming
in to be of a certain type which is not helpful, they can qualify their
requirements further and help the crowd generate more appropriate
information. Experts can also move teams from one task to another
based on progress across tasks at any time during the session.

Iteration: Based on feedback from the crowd, we solicited more
involvement from experts. We asked experts to provide feedback
quickly. We also prompted experts to “think aloud” (in the virtual
meeting) any information that they found helpful and discuss any
high-level feedback that could help the crowd improve further
during their debrief at the end of the session.

5 FINDINGS
5.1 Role of OSINT Macrotasks in the

Crowdsourcing Setup
5.1.1 Experts found OSINT macrotasks to be relevant. Experts men-
tioned that they spend a lot of time on the 5 OSINT macrotasks in
their typical investigations. We asked experts to rate the tasks on
a scale of 1 (not useful) to 3 (very useful) based on how relevant
they are to their investigations. Overall the tasks received an aver-
age rating of 2.76 out of 3. The verification tasks were rated more
favorably compared to the discovery task.

Discovery. The discovery task received an average rating of 2.4
out of 3. E2 mentioned that discovery is their first step in any
investigation and any help there would be beneficial. E5 stated that
the task is important in news discovery. E1 and E3 found it to be
less relevant as the discovery task can become overwhelming and
collecting too much unverifiable information is counterproductive.
Experts also thought that the task was suitable for crowds. E5
thought that the crowd has “far more sort of computer or digital
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literacy” than he does to perform well-directed advanced searches
and mine information from a wide range of social media platforms.

Verification. Verification tasks had an aggregate rating of 2.85
out of 3. Each sub-task was found to be relevant to the verifica-
tion process that is integral to OSINT investigations and the work
practices of the investigators.

Source analysis enabled experts to dig deeper into interesting
leads and possibly reach out to them for further investigation. E1
thought that the crowd would be especially strong in this task, and
he could imagine delegating this work of finding background infor-
mation on creators of social media posts as a part of his workflow.

Fact-checking was thought to be a form of deep research and
termed “fairly straightforward.” E1 and E4 thought that this task
could be performed well by a group of trained people. E1 mentioned
that it is an essential step and he would “still feel the need to do it
[himself].” But assistance from the crowd would be helpful to speed
up the process and potentially find evidence that might get missed.

Experts found image analysis to be a hard task, especially detect-
ing manipulation, but thought it would be useful to have members
of the crowd look at it independently and come to a conclusion.

Geolocation was a part of all the investigators’ work practices
and received a maximum usefulness rating of 3. Experts explained
the importance of the task in identifying recycled information. For
example, it is the next step for most evidence in human rights inves-
tigations, placing the content in a particular geographical location.
E4 had previous experience with crowdsourcing geolocation tasks
and thought it worked very well.

5.1.2 Crowd was confident about applying OSINT skills that they
were trained on. Crowdworkers felt that they understood the re-
quirements clearly and could work towards the solution. CW6 re-
called, “The submissions that I gave kind of knew exactly like what
kind of information they’re looking for and how much detail they
wanted it to like go into. And what kind of information wouldn’t be
too useful to submit to the Google Doc.” CW1 mentioned that the
practice sessions were useful to learn the skills, especially geoloca-
tion. Practice using tools like reverse image search, Google Street
View, and looking up the language of signs were all useful during
expert sessions. He felt it was “like a game but [investigators] use
that in real life.”

The crowd had a positive experience being able to apply the
learned skills. They appreciated how the tools and techniques
learned during training could be applied to impactful real-life in-
vestigations. For example, CW2 mentioned, “...taking all of the
techniques that we learned in class and going in seeing people who
actually use those on their day to day it was really interesting.”

5.2 Session Planning
5.2.1 Investigations were decomposed into OSINT macrotasks. We
worked with experts to break down their ongoing investigations
into prompts that each apply one of these five tasks described in
Table 2: discovery, source analysis, image analysis, fact-checking,
and geolocation. Experts came up with the prompts for students
after we described the scope, tools and techniques involved and
examples of previous practice and expert investigations relating to
each task. In all 5 study sessions, experts chose a mix of discovery

and verification tasks for the crowd as described in Table 1. The
tasks were framed as questions that looked for detailed answers and
supporting links and documents. For example, in the session with
E1, five different questions were asked based on a viral Instagram
video clip of Dr. Fauci speaking at an event:

• Is this a legitimate video, not one doctored to make it look
like Dr. Fauci speaking?

• What is the context of the video — where/when/why did Dr.
Fauci speak?

• What is the context of Dr. Fauci’s remarks? He says some-
thing like, "you take an infectious agent and you introduce
it into a population," making it seem like he is behind the
HIV/AIDS epidemic, but what was he addressing with his
remarks? What are some of the other related facts for the
epidemic mentioned?

• What is the background of the Instagram user?
• Have any news articles or fact-checks been published about
this particular video, or about Dr. Fauci’s remarks in the
video? Where else has this video been used?

Experts divided larger investigations into tasks for crowd teams
across several dimensions, including social media platforms, lo-
cation, subtopics, and OSINT subtasks. For example, in session 4,
teams were looking into anti-vaccine protests across countries in
Europe, and each team had a specific country to look at. This form
of task assignment helped in the non-duplication of effort across
teams. The investigator assigned teams to the scoped tasks ran-
domly, as the crowdworkers were assumed to have the same skill
level.

5.2.2 Experts sifted through information around topic before ses-
sion. Experts found planning before the session essential to the
process. Investigators mentioned that they spent substantial time
trying to acclimatize themselves to the information surrounding
the discourse of the topics. For example, E3 said, “I gave [the crowd]
a bunch of information on the location of the first test” and thought
“that was very helpful for them that allowed them to provide geospa-
tial data on trails.” Investigators thought sifting through information
around the topic could help ensure the right level of difficulty for
the sessions. Discussing how his preparation would change if he
were to do it again, E1 said, “I would definitely do my own research”
ahead of time. The preparation helped experts respond faster and
more reliably to the submissions.

5.2.3 Experts had different foci based on quantity and quality of
submissions.

Focus on quantity. E2 and E4 looked to gather a bunch of informa-
tion that could then serve as a starting point for their investigation
and future reporting. For example, E4 prioritized quantity and men-
tioned that his organization’s investigation was at a stage where
they would be more concerned with quantity over quality. He rea-
soned that for “taking this data and turning it into a project, I think
we want to err on the side of letting us decide [later] what is useful
or not.” He wanted the crowd to submit all relevant and interesting
content without second-guessing.
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Focus on quality. E1, E3 and E5 looked for verified information
and had a focus on the quality of submissions. They wanted addi-
tional relevant information for the discovered content. This infor-
mation would come from follow-up verification tasks that identify
visual elements like buildings, cars, flags, and groups involved.

5.3 Collaboration Within Crowd Teams
5.3.1 Team formation. Team formation was initially based on prox-
imity in terms of seating. Teams generally stuck together once they
were formed during the first study session. There were very few
changes to most of the teams across the sessions, typically caused
by members being absent or leaving an existing team.

5.3.2 Division of work within teams. Within their teams, the crowd-
workers divided up the work keeping in mind the requirements set
by the investigators. The team members worked individually after
choosing non-overlapping search spaces for online information.
Sometimes each member had a preferred social media platform to
investigate and they tried to divide the work equitably. Most of
the coordination was to make sure that there were no duplicate
posts from the same team. CW12 explained, “if one of us found
something, we let the other person know so we don’t find the same
thing twice.” They also got a sense of which social media platforms
had more relevant content and pivoted their searches based on
content discovered by other team members.

Only two teams reported having particular strategies in place
to divide up the work which did not change over time. CW12 de-
scribed this common pattern for the division of work, paraphrased
as follows. First, get together and divide up the work individually,
for example take up different social media platforms like Twitter,
Reddit, Facebook, etc. Second, double check posts for duplicate
when they find something relevant, especially if multiple members
were working on the same platform. Third, add relevant verifica-
tion details. Fourth, repeat this for all sessions, as they had the
same team throughout. Other teams had members working individ-
ually on tasks without a particular strategy, but following a similar
workflow.

5.3.3 Benefits of teamwork. The major benefit of teamwork was
observed when getting relevant information for the prompts was
difficult. For example CW8 mentioned that he relied on his team
when he felt it was “just kind of daunting” to take up one platform
and “find all the information” individually. As discovery got harder,
their team wanted to move from one platform to another as a team.
The members of the team bounced off ideas with each other when
they hit a dead end with one platform.

Team members discussed the feedback that they received from
the investigators. They generally found the feedback to be helpful
and wanted all the members to be aware of the pointers or cor-
rections provided. The teams communicated verbally and talked
about the posts they were working on to ensure the others knew.
We also observed communication within teams when they got to-
gether to figure out the next steps after getting stuck with their
individual investigations. Some of the crowdworkers wished for
better communication as a team and but thought that they could not
successfully enforce any organizational structure. No leadership
roles were established within the crowd teams.

5.4 Collaboration Between Experts and the
Crowd

5.4.1 Collaboration through expert feedback. The primary mode of
collaboration between experts and the crowd involved the submis-
sion of tasks by the crowd and the subsequent feedback provided by
the experts. Across all the sessions, investigators provided substan-
tial feedback on the spreadsheets containing crowd submissions.
Out of 196 submissions across the sessions, 112 submissions re-
ceived long-form feedback, generally 1–2 sentences. E2 mentioned
that they did not leave any comments if they thought that the sub-
missions “didn’t have any relevant information that would help
us one way or the other for sure.” The feedback was used for two
main purposes: getting the crowd to dig deeper into the discovered
content and course-correcting the investigations.

Feedback asking crowd to dig deeper. Experts pointed out specific
parts of submissions and asked them follow-up questions to bolster
the evidence. Some examples fromwritten feedback on spreadsheets
include, “Is there any quick verification you can do to confirm that
this is actually Brussels or at least Belgium?”, “22 minutes of driving
video. This is the kind of stuff that could be really helpful. How
do we know when the video was shot? Spreadsheet says 10/9 but
youtube says it was posted on 10/15.” In one case, a crowd team
submitted another social media post made by the same poster and
indicated that the source had a history of spreading unverified
information. The investigator asked the team to find more such
historical posts that could be potential misinformation.

Feedback asking crowd to course-correct. Experts reiterated the
requirements if they found submitted information to be less relevant.
Feedback on the sheet clarified the date ranges, helped submissions
to focus on primary sources and called out the lack of details for
the investigations. Some examples include, “Posted on the Oct
5th but the page says the footage was shot on 9/25. Outside our
range”, “Good. But best if we can find non-mass media sources from
individuals on the ground”, “Hard to tell if this is a covid protest–
getting more footage from the protest on this date would help to
verify.”

5.4.2 Experts made effective interventions. Experts could make an-
nouncements during the session to influence the crowd as a whole.
The crowd responded well to high level feedback and tailored their
investigation to the needs of the expert. E3 asked for more details
about the source and location of the media submissions and the
crowd provided that. E5 prompted the crowd to discover informa-
tion about deer killings in and around a city in the US. He found
that the crowd took some time, but pivoted based on his feedback of
avoiding trophy pictures. He thought that the delay was reasonable
and attributed the latency to rabbit holes that investigators might
have gotten into and the time needed to reformulate the searches.

5.4.3 Crowdworkers found feedback from the investigators to be
helpful. Feedback helped the crowd in navigating the information
space around the topic. The crowdworkers felt that it was impor-
tant to receive quick feedback from experts to improve their per-
formance. CW6 recalled session 4 and said, “[E4] gave feedback
right away, which is, which is a big deal for us because we’re able
to understand Okay, this is exactly what [the expert] is looking for
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. . . now we can kind of start tailoring our searches to that.” Feedback
from the experts helped the crowd improve their subsequent sub-
missions. Quick feedback motivated the crowd to stay engaged and
keep looking for new information. On the other hand, slow feed-
back from some of the experts made CW10 feel that his submissions
were less useful.

5.4.4 Self-evaluation.

Experts speculated about the usefulness of ORS. Investigators did
not use the self-evaluation scores from the crowd during the ses-
sions. However, they thought it could be useful for sifting through
information like in the case of geolocation, where the ratings could
reflect their confidence in the result. One of the experts mentioned
that having them can benefit longer running investigations with
a huge number of submissions. E3 and E5 mentioned that they
found self-evaluation ratings from students to be "fairly accurate."
Likewise, there tended to be positive expert feedback on submis-
sions with high self-evaluation scores, whereas submissions that
did not meet requirements as pointed out by experts had low self-
evaluation scores in the relevance and verifiability measures. Others
like E4, who had a hard time figuring out the self-evaluation part
of the sheet, mentioned that those measures were not clearly com-
municated to him.

It helped the crowd to reflect but did not improve quality of submis-
sions. The crowdworkers had to rate each of their form submissions
based on the three metrics of specificity, relevance and verifiability
across all the expert sessions. The crowd thought self-evaluations
reinforced important aspects of what the expert investigators were
looking for into the submissions. CW13 felt that “it was really useful
to evaluate ourselves just to kind of keep up the quality in our sub-
missions and make sure the experts that were kind of like looking
over our submissions actually got something out of like coming to
the sessions.” Crowdworkers did not feel that self-evaluations im-
proved their performance, as it was after the submission that they
added the scores. But they were able to reflect on their submissions
and sometimes admitted that their results were lacking. The average
scores on a scale of 0–2 across the three measures were high, and
ranged between 1.67 and 1.93 across sessions. Submissions with all
2s ranged from 57.7% to 81.5% of total submissions during sessions.
There was no noticeable improvement or significant changes in
these scores over time.

5.5 Factors Affecting the Crowd’s Performance
During the Investigations

Each team was assigned a particular prompt and they submitted in-
formation to cater to that. The number of Google Form submissions
varied widely across the sessions based on the difficulty and type
of task. For example, discovery tasks generated more submissions,
whereas verification tasks required more information and research
which reduced the quantity. The highest number of submissions
(71) were made during session 4, which was about documenting
anti-vaccine protests across Europe. Other, more geographically
specific and time-bound investigations generated leads ranging
from 25 to 38 in number. Expert feedback, applicability of OSINT
skills, difficulty and context of tasks, and the topic of investigation
all may have influenced their performance.

5.5.1 Applicability of OSINT skills. Some of the crowdworkers felt
that their performance was highly dependent on the expert prompt
and how well relevant information could be mined using OSINT
tools and techniques. CW5 talked specifically about session 3 which
he thought was the hardest because information was difficult to find
and the task was not suited for their skills. He found sessions to be
easier when they featured the use of geolocation and searching on
Twitter and Facebook. Another compounding factor that negatively
impacted the performance of the crowd was explained by CW6 as
the lack of clarity about the requirement: “... if [experts] were a
little too broad and the subject matter expert didn’t actively kind
of talk about what they were looking for, as far as topics for mis
or disinformation, it was kind of hard to hit the mark in some
instances.”

5.5.2 Difficulty of task. The crowd mentioned that the difficulty
of tasks impacted productivity during sessions with experts. They
wanted the tasks to be challenging but where they could make
progress and have submissions to show for the session. CW12
mentioned that his favorite expert session, “...was a good balance
between not being too easy or a little too hard, so I thought that
was a good like middle ground where we had enough to work
with . . . there’s like meat on the bone to work with.” High difficulty
significantly contributed to the least favorite sessions for the crowd-
workers. This was because the crowd did not feel that they could
contribute to the investigations meaningfully and some reached
a dead end even before the end of the session. But a few of the
crowdworkers enjoyed a challenging thread of investigation and
were fueled by competition while trying to gather information on
a hard task.

5.5.3 Context for task. Crowdworkers felt more engaged and had
a positive experience if they understood the context for the investi-
gations and got how the information they submitted could be used
effectively. This also helped them provide more relevant informa-
tion and dig deeper into interesting pieces of information. CW3
described one scenario where this was not the case: “I was able to
find the picture and geo-located it, which was fun, but I just wasn’t
you know overly sure of how it was actually helping,” so this made
the session his least favorite. CW10 found that the expert in the
first session kept reiterating that the crowd submissions matched
his own findings on the topic; this made him feel that he did not
contribute to the investigation. The crowd was motivated by the
context around the investigation and needed a clear objective to be
specified right at the beginning of the session.

5.5.4 Topic of investigation. CW4 disliked finding COVID vaccine
misinformation because it was “kind of boring” and “in the news all
the time, I read about [it] all the time.” The crowd responded well to
topics that had close physical proximity; for example, discovering
information about a tornado that hit the town where the crowd’s
university was located, or verifying claims about a local leader of a
nearby city. CW2 wanted the topic to have "...a balance between
like it’d be interesting topic for us and, like an important topic to
do."
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5.6 Reflections on Synchronous Collaborative
Crowdsourcing Setup

5.6.1 Collaborative workflow during session.

Information access. The proposed model of working matched
how experts themselves organize some of the tasks in terms of the
use of Google Docs and Sheets. Investigators were able to access the
information seamlessly and stay on top of it. E5 mentioned, “I liked
the ease of the process. You know sort of I had all the information
at my fingertips.” Talking about the experience of monitoring sub-
missions, E1 thought a spreadsheet was efficient for him to provide
quick feedback.

Hybrid setting of sessions. Investigators liked the hybrid setup
of getting them to join remotely and work with two groups of
colocated crowds. This was explained by E4 when he mentioned
the shift to remote work which was exacerbated by the pandemic
and how this model gets at that problem. He thought working on
investigations is “not the same as doing group activities on zoom.
It just doesn’t work.” This model was helpful for him to collaborate
with 30 participants on Zoom and perform OSINT analysis. How-
ever, he mentioned that the same level of engagement and work
atmosphere that can be achieved by having the investigators and
the crowd in the same physical space cannot be emulated in such a
hybrid setup.

During hybrid sessions where experts joined remotely, experts
spent most of their time going through the submissions and pro-
viding feedback. In the only session where the investigator was
present in the classroom, he spent the majority of their time helping
the students think through the issues while walking around, and
the remaining time on evaluating online submissions.

Crowd liked the setting but wanted to learn more from experts.
The crowdworkers appreciated the remote involvement of expert
investigators and how they were able to collaborate through forms
and sheets. The crowd felt they understood the requirements of the
ongoing investigation based on the brief of the investigation and
how the tasks were carved out. Having more detailed requirements
like date ranges and locations on the task helped the crowd to
engage more efficiently with the available information. However,
some of them wanted lessons and demonstrations from experts.
For example, CW5 wished, “If experts could talk a little bit about
what tools they would use for some things, just give us a little more
insight on how they would solve it if they were you know in our
seat.” Such discussions could enrich their skill set and possibly help
them discover new and efficient methods.

5.6.2 Experts had varied experiences while keeping up with crowd
submissions. 4 of the 5 investigators mentioned that they were able
to keep up with the information that was coming in and were
able to provide timely feedback. E5 talked about his professional
experience in such a role and thought he was able to put his ability
to peruse information to use and “didn’t need to catch up.”

Experts pointed out how submissions picked up pace during the
later part of the session as the crowd got a hang of the topic. E4
talked about the difficulty of providing feedback to each submission
with a quick turnaround time. He explained this problem, “...when
I’m working by myself, I’m working at the speed of me, right, so

I’ve got the link and I’m going to archive it. But if I’ve got seven
groups of people submitting things at the same time. Then suddenly,
not only am I working, but I have to work faster because I’ve got
all this data coming in, but then I’m also not in a single thread in
my head.” This issue was more prominent in session 4 due to the
high volume of submissions (71 form submissions). He also shared
his thought about the time limit for such deployments. He thought
these sessions could be extended to 2 hours without much negative
impact. However, for a normal work day which is around 8 hours,
the setup would get unsustainably taxing for the expert.

5.6.3 Lack of interaction. Experts mentioned a lack of interaction
with the crowd; the teams did not reach out to the experts with
any clarifications or concerns. E4 did not have any interaction
other than providing feedback on submissions. He thought of this
interaction as a trade-off and said “I’m not sure how you would do
that and still get done what you get done during the class.” Experts
felt that the sessions could be more interactive through questions
and verbal feedback, but acknowledged the challenges with the
size of the crowd and time constraints. E4 thought having an ice-
breaker pre-session with at least one member of the team members,
possibly the team leader, could be helpful for the crowd to reach
out to them.

Some of the crowdworkers also felt the lack of interaction dur-
ing investigations. They mentioned possible advantages of having
the experts join in person as that could add more communication
channels and help gather quick verbal feedback.

5.7 Reflections on the Quality and Quantity of
Submissions

5.7.1 Experts reflected positively on the efficiency of crowd. Investi-
gators appreciated the contributions of the crowd investigations.
E2 described the challenge with their task as “...people are actually
probably posting stuff all day long and there are probably thousands
of entries every day, you probably be super overwhelmed . . .we just
don’t have that kind of manpower.” He mentioned that the results
from crowd investigation were important to them and the informa-
tion would provide “more avenues of investigation because now
[they] can potentially go back to some of these users and ask them
for more data.” Reiterating the lack of manpower and describing
how the session can speed up their work, E5 mentioned, “we have
some great talented freelancers occasionally at the [local newspa-
per], but it is mostly just me . . . so having you know people who can
help in this sort of process, particularly in some of these cases, you
know investigative work it’s time-consuming and looking through
things would be super useful.”

E1 speculated about the efficiency of the crowd in terms of speed
and accuracy, “...for the most part, [the information submitted] was
very strong, particularly how quickly they were able to respond.
I would say that they pretty much grasped what I was asking for
and provided good answers.” E2 added, “The type of work, you
guys did in an hour would take us you know, certainly all day
with one person doing it, if not longer.” The investigators found
the information to be good in terms of both quality and quantity.
They also mentioned particular pieces of information that they
found to be very promising and could lead to breakthroughs in
their investigations. E3 recalled two such posts and said, “...that
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was something that I had been searching for but couldn’t find so
that was really great.” Experts could successfully crowdsource parts
of their ongoing investigations to gather rapid, focused results.

5.7.2 Experts found trained crowd more suitable than the general
public. Crowdsourced investigations with the general public have
been plagued by issues of sabotage, low output, and leaks [29, 98,
121]. E4 talked about the challenges faced with their investigation
of the US Capitol insurrection on January 6, 2021 which involved
collecting pictures of the riot from mostly Twitter followers of an
OSINT organization. Hementioned that they got a lot of “junk links”
which was probably to slow them down. They had to be mindful of
bad actors who want to “feed garbage.” They used virtual machines
to access links from unknown social media platforms. E5 mentioned
that it might be risky to involve an online crowd, for example, by
asking the Twitter followers of the journalist to find out more about
a lead. They do not want to tip off competition and are mindful
of the sensitive nature of the information that they are trying to
present.

E2 and E4 talked about the comparative advantage of such a
trained crowd. Compared to the leads from the general public
through investigations that seek the same information from the
general public, experts thought the current crowd was able to per-
form significantly better in terms of the quality and quantity of
relevant information generated. E2 described it as “...to finish with
30-plus entries and I’m very happy with that because we nearly
doubled what we had from the public in a really short span.” To be
precise, there were 29 submissions during the session compared to
15 leads that the expert received through an open call to the public.

Investigators appreciated the crowd’s effort to archive and doc-
ument the steps of their investigation as it is fundamental to the
transparency of OSINT analysis. The archived links helped investi-
gators to have access to the social media posts readily and use it for
future reference. The crowd added relevant verification details for
the discovered information and added archived links to peripheral
information, map coordinates for geolocation, and found original
sources for recycled information. Investigators trusted the process
and thought they were more confident about the crowd’s abilities
than they started out with.

E5 thought that working with a crowd like the one during the
session reduces the chances of a leak or creating potential misinfor-
mation about the subject of the investigation. Regarding the issues
of safety and relevance, E4 felt that “with a group of students you
know who are not deliberately trying to sabotage the investigation,
those concerns are not there.”

5.7.3 Experts identified weaknesses in crowd submissions. Some
of the expert expectations were not met during the sessions. The
investigators reported that only a fraction of the submissions hit
the exact target. Characterizing the low-quality submissions, in-
vestigators talked about the inconsistency among teams in filling
out the required details about the social media links. For example,
E3 talks about a particular example, “for the notes and the visual
cues section, some people are, I think, correctly saying that this is
in front of the Trump hotel, which is super useful. But other people
would write things like ’signs’ or like, ’a building,’ which is less
useful.”

During interviews, the experts shared issues related to the speci-
ficity, relevance, and verifiability of crowd submissions. These issues
led to the lower quality of a part of the submissions. E3 pointed
out a lack of understanding of the context behind the investigation
and limited time during sessions for information that missed the re-
quired details. Some information was found to be only “tangentially
relevant.” Some submissions were news articles that were copied
and pasted, without looking at the veracity of those sources.

Investigators reflected on what they could have done differently
to avoid this. E5 thought useful clarifications could be provided
before starting off the crowd like specifying the type of content
and social media platforms to be mined. The prompts and the little
time that investigators had while introducing the topic was crucial.
Interventions were successful, but investigators felt giving the form
of content that would be most valuable at the beginning could have
improved the quality of submissions. For example, E2 reflected, “I
don’t know if I’d mentioned the GoPro cameras or not, but I wish I
would have, if I didn’t I wish I would have said it.”

Some of the experts mentioned that the tasks were not fully
completed. E2 said, “I wouldn’t say that what we did today is the
end of it because we’re still asking the public to send this infor-
mation to but I’m certain what you guys produced today will be
helpful.” E3 stated that the information collected from their first task
would “basically reduce the time that [he] would need in finding
other subsequent information.” It was therefore hard to complete
investigations based on the results of a single 75 minute session.

5.7.4 The crowd perceived that their performance improved over time.
Crowdworkers thought that they got faster with their searches and
application of tools. CW3 listed the factors of “repetition of like
practicing [techniques] over and over again” and “some decent
feedback [from experts] where I’d be like, ’Okay, so I need to do
like some of this more’” as helpful for improving their performance.
Other crowdworkers mentioned factors like better teamwork as
a result of getting to know their team members, being more inde-
pendent and dividing up work efficiently. The crowd had a better
understanding of how to discover content on heavily used social
media platforms like Twitter, Facebook, Instagram and Reddit as
they remained common across sessions.

Crowdworkers mentioned improvement in both the quality and
quantity of submissions over the sessions. In terms of quantity, they
attributed faster searches to practice with the tools and techniques
and increasing ease of navigating social media platforms for dis-
covery. CW7 thought “everything got a lot easier” and improved
on all major tasks including archival, discovery through tools like
Hoaxy [115] and verification including geolocation. Crowdworkers
satisfied the major requirement of not generating duplicate submis-
sions and there were no duplicates after the first session (session 1
had 2 duplicate entries among 38 submissions). CW9 talked about
how he got more comfortable with this requirement by checking
for duplicates and putting “a different spin on [submission], make
sure it was coming from a different angle.”

More importantly, the crowdworkers thought that their quality
of submissions improved. CW6 said, “And maybe not so much the
quantity, I mean I guess it went up from the beginning, just be-
cause things were quicker knowing how to do things but definitely,
was able to I felt like I found one post that was like very relevant
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to the topic every time.” Combined with ongoing training and a
better understanding of the requirements, the crowd was able to
provide relevant details for the submissions as the sessions went on.
They talked about making more refined searches and leveraging
previously successful strategies for verification.

However, CW8 found the sessions to be repetitive in terms of the
tasks and for him “performance over the different expert sessions
didn’t really change or improve or anything like that.”

5.8 Future Engagement
All experts reported that it was an enjoyable experience for them.
E3 felt that “...this is really promising and interesting and I think
it was fruitful. We did this for an hour and I think it was fun.” E5
said, “I mean when [course instructor] said, you know, like five
minutes up, I was like, oh wow we’re already done, so time flies
when you’re having fun.”

Investigators thought the positive experience of working collab-
oratively could translate into longer term engagement with such a
trained crowd in the future. They talked about how such a crowd-
sourcing framework can be incorporated into their regular work.
E1 thought this could be a way to break away from the solo activity
of investigating online information and delegate work to the crowd
reliably. E1 thought identifying “areas of expertise” of the crowd
can be helpful as those could be leveraged while planning a new in-
vestigation. E1 mentioned that for him, “there’s always something
available, that is not super time-sensitive and those would be the
ones that would allow for me to have the pre-meeting, and then
develop questions for the students, so I think it can be replicated.”
E1 also talked about how the crowd could perform peripheral tasks
like looking at the background of the person/bot who made the
post while he “might be digging into more of the central questions
about the fact check.”

Investigators suggested longer and deeper projects as a good
fit for the trained crowd, as they were able to perform these rapid
and focused investigations. That would allow the crowd to take up
investigations with larger scope and hone their skills further.

6 DISCUSSION
We designed and evaluated OSINT Research Studios (ORS), a so-
ciotechnical framework that enables collaboration between inves-
tigators and a trained crowd. Through ORS, we address design
challenges in crowdsourced OSINT investigations including the
delegation of diverse, complex OSINT tasks; safety, privacy, and
ethical considerations; organizational overheads of synchronous
collaboration; and maintaining the quality of investigation. Table 3
summarizes how the challenges faced by investigators while per-
forming crowdsourced OSINT investigations are addressed through
ORS.

The OSINT lab course was a semester-long deployment of ORS,
where the first half involved training a group of 30 undergraduate
students. During the latter half, this trained crowd collaborated
with professionals, including a journalist, a fact-checker, law en-
forcement investigator, and a human rights analyst. The crowd
performed time-boxed and highly targeted investigations based on
prompts from the expert, that alluded to one or more information
discovery and verification tasks. Experts said that the results from

these investigations were useful for solving parts of their broader
investigations, find new leads for subsequent investigation and
validate some of their own findings, thereby helping scale up and
speed up OSINT investigations. We revisit how the challenges were
addressed and identify opportunities for future research.

6.1 Delegation of Diverse and Complex OSINT
Tasks

6.1.1 Effectiveness of macrotasks. ORS focused on developing crowd
expertise in five macrotasks — discovery, source analysis, image
analysis, fact-checking, and geolocation. The tasks helped decom-
pose crowdsourced OSINT investigations and gather results from
the crowd, providing a structure that has been lacking in pre-
vious investigations [48, 124]. Similar to CrowdForge [84], we
found that high-level initial decomposition of complex work by ex-
perts is effective in helping crowdworkers complete assigned tasks.
ORS contributes to an expanding body of research that demon-
strates how crowds can effectively tackle complex tasks, given
they possess adequate motivation, support, training, and autonomy
[72, 109, 124, 125]. Our exploration of training based on how to
approach different tasks without overdependency on tools matched
Wang et al. [128]’s results of training based on analytical thinking
skills. In both cases, crowdworkers developed domain expertise
and applied their knowledge to solve complex tasks. All expert
tasks leveraged the crowd’s capabilities to discover of information
from multiple online platforms and identify provenance and loca-
tion information required for verification. The crowd’s results were
viewed as potential leads and valued by experts for their speed and
quantity.

6.1.2 Role of training in ORS. In this work, we argue that training
can enable crowdworkers to augment investigations carried out
by journalists, fact-checkers, human rights investigators, and law
enforcement officers. Doroudi et al. [54] mention challenges like the
unavailability and unwillingness of experts for training in a crowd-
sourcing framework. Experts might sometimes lack understanding
about how to ensure the successful completion of tasks, which
makes it harder for them to train. In the context of OSINT, these
challenges are met by the field’s unique characteristics. Belghith et
al. [36] described OSINT as a community of practice with legitimate
peripheral participation [87]. This involves training novice practi-
tioners through low-risk tasks as they grow into the roles of experts
in the community. Experts in the community participate in this
model and strike a balance between practice and training endeavors.
In terms of skills, OSINT has a wide range of tasks and applications
and experts tend to be generalists. Experts learn from each other by
sharing how they performed challenging investigations. Training
is also available through online certification [10, 17] and MOOC
programs [16] for skills related to investigation of people, online
information and websites [17]. Training involving multiple OSINT
skills is time-consuming, but just-in-time training and developing
shorter modules that can enable novice crowdworkers to contribute
to particular investigations can be an effective alternative, as shown
here. With additional available resources and further modification,
trained crowds can be employed by experts outside of our classroom
study setting.
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Table 3: Addressing the challenges faced by investigators for crowdsourced OSINT investigations through ORS.
(Section numbers are provided in parentheses in Expert After column to refer back to the Findings.)

Design Challenge Expert Before Design Argument Expert After

Delegation of diverse,
complex OSINT tasks
in ways that crowds
can meaningfully help

Experts avoid
crowdsourcing complex
work altogether or
delegate very narrow
microtasks.

We help experts to delegate complex
tasks to trained crowdworkers using
the OSINT framework they already know.

Experts found the individual tasks to
be relevant to their work practices (5.1.1).
Experts got valuable information and
leads to augment their ongoing
investigations from the crowd (5.7.1).

Safety, privacy,
and ethical considerations
for investigations
performed by crowds

Experts can’t delegate
work to any online
crowd due to privacy
and ethical concerns

Experts are in control over the information
and benefit from the crowd’s training in
transparency and privacy.
The ethos of the field are imparted to the
crowd and upheld during sessions.

Experts had better experience
compared to a novice online crowd (5.7.2).
They were optimistic about
future engagement with the setup (5.8).

Logistical challenges
of synchronous
collaboration

Experts don’t work
synchronously with
crowds to generate
useful leads

We run multiple sessions to bring the
crowd and expert together and provide
technical support using Google Forms
and sheets. The crowd works in teams
and submits relevant information without
duplication of effort and are driven by
quick feedback.

Experts found the information from
crowd investigation to be easily
accessible (5.6.1). The setup was
convenient to provide feedback for the
submissions (5.4.1).

Control over
the quality and
direction of
investigation

Experts have limited
communication with
the crowd and cannot
provide feedback to
improve crowd
performance

Experts provide detailed qualitative
feedback to crowd submissions.
Experts use interventions to address
any unfavorable patterns in the
submissions.

Experts influenced the crowd
investigation positively and drilled
down on interesting leads (5.4.2, 5.7.4).
Expert guidance improved the overall
performance of the crowd for
the tasks (5.4.3).

6.1.3 Extending ORS to other domains. In the current work, investi-
gations involved discovering social media posts and verifying their
content. OSINT investigations ranged from fact-checking videos,
documenting human rights violations, finding traces of homicide
suspects, and investigating the whereabouts of public servants (pre-
sented in Table 1). Given the parallelizable nature of the tasks that
we chose, this setup can be scaled up to contribute to rapid response
scenarios that are crucial to fight misinformation [130] and respond
to crisis events [51]. ORS has the potential for seamless adaptation
across domains beyond investigations of online information. For in-
stance, it can be employed to facilitate the coordination of physical
search-and-rescue operations for missing individuals or animals
[6, 132], as well as to evaluate the extent of damage following both
natural and man-made disasters [39]. The parallelizable and tar-
geted characteristics combined with the inherent adversarial nature
of investigations also makes the ORS framework applicable to the
domains of cybersecurity [59] and finance [110, 111].

6.1.4 Extending ORS to other types of crowds. To scale up the ORS
framework further, future work can consider different crowds out-
side of a classroom setting. Organizations like Bellingcat [7], Trace
Labs [50], and the Syrian Archive [19] engage thousands of volun-
teers in their efforts to collect and verify open source information.
In order to incorporate individuals possessing relevant skills and di-
verse backgrounds, volunteering efforts should collaborate closely
with such established communities of practice [131] in OSINT. How-
ever, there are open challenges involved with engaging workers of
different skill levels, motivating them for sustained participation,

having the right mechanism for quality control and aggregating
results [49, 123].

6.2 Safety, Privacy, and Ethical Considerations
Based on experts’ responses, our findings show that the crowd could
conduct OSINT macrotasks and contribute safely and meaningfully
to experts’ investigation. We achieved this by operationalizing the
OSINT ethos: prioritizing transparency, avoiding subterfuge, and
limiting investigations to passive reconnaissance [36]. Training was
essential for the crowd and experts to implement strategies ensuring
ethical investigations. Detailed results and descriptions of the steps
involved made the investigations transparent and reproducible. The
use of virtual machines, sock puppet accounts, and VPNs helped the
crowd mitigate any risks of retaliation and safeguard their systems.
We found these measures to be essential for investigators’ safety
and sufficient for the tasks. The student crowd’s accountability
ensured private investigations, free from information leaks and
vigilante behavior.

6.2.1 Safeguarding against harms caused by crowd inaccuracy. One
major concern with crowdsourced investigations is the accuracy
of the information generated and its implications for results of an
investigation. In our work, the investigations are scoped to tasks
meant to generate leads for the experts to follow up on. Experts
play an important role in providing the right context that enables
the crowd to generate useful results. For example, in study session 2,
E2 (law enforcement officer) was working on finding digital traces
of a homicide suspect. Instead of revealing the suspect’s identity
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and asking the crowd to research them, E2 tasked the crowd with
collecting social media images and videos of a particular mountain
range within certain dates that contained any people or vehicles.
This ensured that the crowd could augment the investigation with-
out risks of misidentification and leaking sensitive information.
Similarly, GroundTruth used a diagram-drawing technique to al-
low investigators to crowdsource image geolocation tasks without
sharing the target photo or video, which might contain confidential
details or disturbing imagery [126]. We advocate for pervasive ex-
pert oversight, including quality assurance processes where experts
review and verify the information gathered by the crowd. Given
that crowd submissions may not always meet the requirements set
by experts, systems should provide experts the control to make
conclusions and findings based on accurate, reliable, and verified
information.

Experts must often make make critical decisions, especially
within sensitive or high-risk situations. They can leverage their
experience and judgment to avoid potential pitfalls and ensure the
investigation stays on track. Investigators can conduct a compre-
hensive risk assessment before initiating the crowdsourced investi-
gation to identify potential risks, vulnerabilities, and threats. Re-
searchers and domain experts should engage in scenario-planning
to anticipate and prepare for possible challenges and develop strate-
gies to mitigate them. Collaboration with legal authorities can help
to clearly define what is permissible and what is not, ensuring
alignment with legal and ethical standards.

6.2.2 Protecting crowd investigators and students from harm. Oper-
ational Security (OPSEC) in the context of OSINT investigations
refers to the process and strategies used to protect sensitive infor-
mation, ensure personal and organizational security, and maintain
the effectiveness and integrity of the investigation. As mentioned in
Section 4.4.2, we apply key OPSEC practices in our deployment of
ORS to ensure crowdworkers can conduct research without reveal-
ing their identity or affiliation. These include using Virtual Private
Networks (VPNs), secure communication platforms for messaging
and email, and virtual machines. Crowdworkers used sock puppet
accounts to limit the exposure of personal and sensitive information
on social media platforms.

In our work, we were careful about the appropriateness of inves-
tigations in terms of the topic and the general nature of information
surrounding it to make it more suitable for the classroom setting.
To further broaden the scope of investigations, future work should
consider potential risks, such as issues related to secondary trauma
and exposure to sensitive content and triggers [48]. Secondary
trauma refers to the emotional stress experienced by individuals
as a result of witnessing or being exposed to traumatic events
indirectly. To address this, it is crucial to provide psychological sup-
port and resources for investigators, including access to counseling
services and regular debriefings [117, 133]. Training programs de-
signed to help crowdworkers deal with secondary trauma through
self-care, establishing boundaries, seeking peer support, and recog-
nizing warning signs can be beneficial in managing the emotional
demands of their work and maintaining their mental well-being
[17, 48, 133].

When recruiting OSINT crowds in a classroom context, as we
did, it is especially important to consider the unique needs of stu-
dents. Experiential learning is valued in higher education because
it provides authentic, real-world learning experiences [85]. How-
ever, in investigative or adversarial contexts, it can also expose
students to some risk. For example, some universities teach courses
where students conduct real-world OSINT investigations in hu-
man rights [2] and cybersecurity contexts [101]. This work may
require students to engage with disturbing or illegal material and
investigate bad actors. But it can also be personally meaningful and
societally impactful, and prepares students for successful careers
as professionals in these fields. By employing the safeguards above,
OSINT students can learn investigative work in a relatively safer
environment compared to those requiring direct interaction with
persons of interest. Nevertheless, it is important for instructors to
communicate these risks and trade-offs to students and to help ex-
perts provide appropriate levels of exposure during investigations
that match students’ developing skill levels.

6.3 Organizational Overheads of Synchronous
Collaboration

6.3.1 Session planning. Experts played an active role in breaking
down ongoing investigation(s) and came up with prompts that
suited the crowd’s expertise. Interestingly, the three major factors
for the overall crowd experience - topic, difficulty, and context
of investigation (section 5.5) - were heavily influenced by plan-
ning. Experts were able to guide the crowd better by doing prior
research and providing actionable feedback. Based on crowd feed-
back, session planning can be improved by specifying how crowd
contributions fit in with the larger investigation, thereby setting
clear expectations about the type and level of details for submis-
sions. Future research can look at systems that conduct surveys
among the crowd, enabling them to communicate their motivations
to the expert [105]. Based on this feedback, the expert can make
appropriate modifications to their tasks.

The crowd collaborated with each expert for 75 minutes. This
setup helped scope out tasks related to discovery and quick verifi-
cation of social media content. Future research can explore longer
running and more in-depth OSINT investigations as seen in inves-
tigative journalism and human rights advocacy programs [2, 97].
Such collaboration and training will enable the workers to dive
deeper, apply advanced skills, and learn new ones while solving
complex OSINT tasks. Based on prior work showing the benefits of
competition in crowdsourcing [36, 125], gamifying the collaborative
process can make the sessions more productive.

The skill level of workers was assumed to be the same as they go
through the same training and start with no background in OSINT
investigations. There were also 8 teams participating in the sessions
throughout. This allowed the process of assigning tasks to crowd
teams to be random and manual. To scale up collaboration and
accommodate crowdworkers of varying skill levels, AI-mediated
crowdsourcing shows promise in automating task assignment and
skill assessment [49]. Future efforts can focus on efficient task
allocation and result aggregation based on expert need [84, 118],
particularly for large-scale deployments involving participants from
crowd marketplaces like Amazon Mechanical Turk.
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6.3.2 Teamwork and communication. The crowd took up tasks
in teams of three to four members. Crowdworkers worked indi-
vidually after dividing up work based on different social media
platforms, geographical locations, and OSINT sub-tasks. Commu-
nication within teams grew during difficult tasks as they discussed
individual findings and feedback from experts to decide on the next
steps. Participants felt that there was a lack of interaction between
crowd and the expert due to a hybrid setup (with remote experts
collaborating synchronously with co-located crowds distributed
across two locations), which on the other hand, enabled having
experts from across the country. Participants acknowledged that
increasing interaction also comes with the cost of slowing down
investigations. Hybrid intelligence involving crowd-AI interaction
[49] can be explored to provide relevant context while maintaining
the fast and focused nature of investigations.

6.4 Maintaining the Quality of Investigations
The major form of collaboration between the experts and the crowd
was through crowd submissions and expert feedback on them. Feed-
back helped the crowd direct their efforts in the right direction and
improve on their performance. Experts suggested, based on their
prior experience, that the trained crowd performed better than the
working with general public. Experts wanted to engage with the
crowd in the future based on other investigative tasks like source
analysis, discovery, and geolocation. ORS also addressed our de-
sign goal to limit duplication of effort, which has been an issue
across crowdsourcing solutions [36, 124]. Adding flexibility to the
expert-led crowdsourcing framework [124, 126], a trained crowd
quickly responded to feedback and changed course to meet the
requirements on a wider range of OSINT tasks. Based on crowd
feedback, training strategies like solving more tasks and setting
goals (explored through practice sessions), and expert feedback
(explored through expert sessions) were found effective as seen
in [55, 138]. However, self-evaluations did not have an impact on
our model as compared to prior work [55]. Self-evaluation effec-
tiveness can be improved through automated quality checks by
flagging unverified sources and missing archival links. To improve
the quality of submissions further, peer review, which is effective
as an adversarial training strategy [118], can be implemented to
elicit feedback from other teams.

6.4.1 Automating expert feedback. Leveraging insights from ex-
pert feedback in the current study, future crowdsourced OSINT
investigations could automate specific feedback mechanisms using
large language models (LLMs) [43]. Automating specific feedback
saves time and effort for both experts and crowdworkers, as the
system can provide tailored feedback to crowdworkers [120] while
allowing experts to focus on nuanced assessments or more complex
tasks. While automation benefits efficiency, a balanced approach
is needed to consider experts’ unique perspective [81]. There is
a need for combining automated and human feedback to ensure
comprehensive evaluation and boost the productivity of OSINT
investigations.

7 CONCLUSION
In our work, we supported the need to scale up and speed up OSINT
investigations across multiple domains. We addressed the practical

challenges of crowdsourcing OSINT investigations through crowd
training and synchronous collaboration. Training was based on the
technical and ethical aspects of OSINT and contributed to success-
ful completion of a wide range of tasks. Collaboration was centered
around feedback that experts said improved the overall quality
of their investigations. Taking a design-based research (DBR) ap-
proach, we iteratively designed OSINT Research Studios (ORS),
a sociotechnical system that facilitated rapid and focused OSINT
investigations. Through the OSINT lab course, we had a semes-
ter long deployment of ORS including evaluation sessions with
investigators from the domains of journalism, fact-checking, law
enforcement and human rights investigation to evaluate the system.
Experts found the sessions to be useful, and mentioned strengths
like speed, safety, high quality and quantity of submissions across
tasks, and the crowd’s adaptability to feedback. The crowd enjoyed
working with experts and successfully applied their OSINT skills. In
conclusion, ORS enabled ethical and effective crowdsourced OSINT
investigations.
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A APPENDIX
A.1 Reflection Survey

Task
(1) What is your name? *
(2) What was your team name? *
(3) What task was assigned to your team? *
Coordination with Expert

(1) How was your overall experience working with the expert
investigator? *

(2) What did you like about the expert collaboration? What
could have been better?

Teamwork
(1) How successful was your team overall for the investigative

task(s)? *
On a scale of 1-5, where 1 is not successful and 5 is very
successful.

(2) How did your team work together (or not) on the task(s)?
How effective was this?

(3) What did you specifically do to help your team solve the
task(s)?

Overall
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(1) How confident were you about applying the practised skill
in real investigations? *
On a scale of 1-5, where 1 is not confident at all and 5 is very
confident.

(2) How difficult were the task(s) overall? *
On a scale of 1-5, where 1 is very easy at all and 5 is very
difficult.

(3) How enjoyable was the session?
On a scale of 1-5, where 1 is not enjoyable at all and 5 is very
enjoyable.

A.2 Interview Guide for Crowdworkers
Focus group interviews with 3-4 students at a time.

[45 minutes]
(1) How did you form your teams and how did the relationship

with teammates evolve over time? What were some issues
that you faced as a part of the team?

(2) What changes did you notice over time in your performance
during expert sessions? Quality/quantity?

(3) Can you tell me about your favorite task among the ones
used during practice or expert sessions? [prompt - list of
tasks slide]

(a) What tools and techniques did you use for the task?
(b) Why did you like it? How is it different from other tasks?

(4) Can you tell me about your hardest task among the ones
used during practice or expert sessions? [prompt - list of
tasks slideshare]

(a) What tools and techniques did you use for the task?
(b) Why did you find it to be hard? How is it different from

other tasks?
(c) What helped you continue to work on the tasks when

relevant information was hard to find?
(5) Can you tell me about your favorite expert session? What

were the best parts of the session?
(6) Can you tell me about your least favorite expert session?

What were the parts you did not like?
(7) Did the self-evaluation measures help you cover the require-

ments of the tasks? Why/why not?
(8) What else did you enjoy during this experience?
(9) What could be improved during this experience?

A.3 Interview guide for Experts
Post-session Individual interview with expert [35-40

minutes]
(1) What techniques do you use for discovery and verification

in your investigation? How do you collect the required in-
formation?

(2) How useful are the defined tasks (OSINTmacrotasks) in your
own investigations? Please rate each task. Follow-ups:
• Can the student crowd perform the task in the same way?
Why/why not?

• How does this setup act differently?
(3) What are your thoughts about the investigative tasks used

in the session? Can you share examples of where you can
incorporate these tasks into your work?

(4) Why did you choose the particular tasks from the list of tasks
for working with the crowd?

(5) Only if not answered previously - When would you say that
these tasks are successfully completed?

(6) What information did you decide to give the crowd before
the session? Is there other information you wish you had
given them?

(7) How did you plan to spend your time during the session,
and what did you end up doing?

(8) How (if at all) did you interact/communicate with the crowd
during the session? Any major communication issues?

(9) How well did the students respond to your interventions
during the session?

(10) Any blockers in the collaborative setup?
(11) Overall, what did you think about the information submitted

by the class in your investigation in terms of quality and
quantity?

(12) Will you use it for your investigation? If yes, how? If not,
why not?

(13) Do you have any experience with crowdsourcing for report-
ing? If yes, can you describe your experiences? If not, any
particular reason?

(14) How would you describe the effectiveness of the students
(compared to the general crowd)?

(15) What did you think about the crowd’s self-evaluation of the
submissions?

(16) What else did you enjoy during this experience?
(17) What could be improved during this experience?
(18) Would you want to work with a crowd again this way in the

future? Why / why not?
(19) Can you provide an example where you could have used the

crowd in your investigation
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Figure 2: Snapshot of the spreadsheet containing crowd submissions and corresponding expert feedback for session 4. This
session was led by an investigative journalist (E4). The goal of investigation was to identify discourse around anti-vaccine
protests occurring throughout Europe as well as the groups involved. The investigation involved the discovery task and
verification tasks like geolocation and source analysis.
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